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Abstract

The X-ray free-electron laser XFEL that is being plannechat@DESY research center in co-
operation with European partners will produce high-iniggndtra-short X-ray flashes with the
properties of laser light. This new light source, which catyde described in terms of su-
perlatives, will open up a whole range of new perspectivei®natural sciences. It could also
offer very promising opportunities for industrial users.

SIMCON (SIMulator andCONtroller) is the project of the fast, low latency digital coviter
dedicated for LLRFE system in VUV FEL experiment It is being developed by ELHE§oup

in Institute of Electronic Systems at Warsaw University ethinology. The main purpose of
the project is to create a controller for stabilizing theteesum of fields in cavities of one cryo
module in the experiment. The device can be also used asnthasor of the cavity and test
bench for other devices.

Ths paper descrbes the concept, implementation and tetsts BIOOCS based control system
for SIMCON. The designed system is based the concept of anticramd extendable modules
connected by well defined, unified interfaces. The commtimicanodule controls the access
to the hardware. It is crucial, that all modules (this préseérn thesis and developed in the fu-
ture) use this interface. Direct access to the control &blghe engineers to perform algorithm
development or diagnostic measurements of the LLRF systefaull control tables generator
makes the whole SIMCON an autonomic device, which can starteidiately the operation

without any additional tools.

ILow Level Radio Frequency
2Electronics for High Energy Physics



1 INTRODUCTION

1 Introduction

The X-ray free-electron laser XFEL that is being plannechatDESY research center in co-
operation with European partners will produce high-iniggndtra-short X-ray flashes with the
properties of laser light. This new light source, which catyde described in terms of su-
perlatives, will open up a whole range of new perspectivei®natural sciences. It could also
offer very promising opportunities for industrial userdieloverall layout of the X FEL linear

accelerator and laser facility is shown in Fig. 1.
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Figure 1:The layout of the XFEL facility.

The main X FEL parameters are:
e Total length of the facility: approx. 3.4 km
e Accelerator tunnel: approx. 2.1 km

e Depth underground: 6 - 38 m
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e Experimental hall : 10 experimental stations at 5 beam/ifiesr area approx. 4500 mA,

e Scope for expansion: Second experimental hall with an i@k 10 experimental sta-

tions

e Wavelength of X-ray radiation: 6 to 0.085 nanometers (nmjesponding to electron

energies of 10 to 20 billion electron volts (GeV)
e Length of radiation pulses: below 100 femtoseconds (fs)

The planned facility will include a superconducting lin@acelerator that brings tightly bundled
"bunches" of electrons to energies of several billion etettrolts. At that point, the electrons
race at almost the speed of light along a slalom course thrasgecial arrangement of magnets
called the undulator. As they go, they emit X-ray radiatioattamplifies itself during the flight.
The results are brilliant: Extremely short and intense ¥X{tashes with laser properties. For
such an X-ray laser to work, an electron beam of extremelig Qigality is required. And the
TESLA superconducting accelerator technology is alreadiing it possible to generate this
kind of electron beam today.

Before the electrons can emit X-ray flashes, they must firstcbelarated to energies of
several billion electronvolts. That's exactly what happerside the resonators, where electro-
magnetic fields accelerate the particles. The resonatenmade of niobium and are supercon-
ducting: When they are cooled to a temperature of 27 lthey lose their electrical resistance.
Electrical current then flows through the resonators wittosees whatsoever - and that’s an ex-
tremely efficient and energy-saving method of acceleratiwarly the entire electrical output is
transferred to the particles. Moreover, the supercondgecgsonators deliver an extraordinarily
fine and even electron beam of extremely high quality. In thaxlaser, each of several billion
free-electrons needs to have the same energy and direttien.also need to be combined into
bunches with a diameter of no more than one tenth of a milkmetnless the electron beam
meets these very special requirements, the X-ray laseotaeroperated.

At present the present VUV-FEE, a free electron laser to generate light in the vacuum

ultraviolet part of the spectrum, is built at DESY in TTF fi#tgi The project bases on the TTF

3Vacuum Ultra Violet - Free Electron Laser



1 INTRODUCTION

infrastructure and is the pilot project for the X-FEL Both VUV-FEL and X-FEL accelerators
bases on the same superconducting technology. In the VUMFIg. 2.) cavities are grouped
in cryomodules. Each cryomodule consists of 32 cavitiesgdneral, four cryomodules are
driven by one klystron (some klystrons drives one or two nheslu In order to accelerate the
beam, the electromagnetic field inside the cavity must beilstad (in order to minimize the
energy spread during beam transmission) and have appphase(in order to accelerate and
not deaccelerate the beam). The regulation of the field feeed by LLRF® system (Fig. 3.
The system controls | and Q components of the cavity field ¢tvitiorresponds to real and
imaginary part of the field vector). Because one klystronedrimany modules module, the
LLRF system is used to stabilize a vector sum of 8 to 32 cavitgdie The LLRF consists
of many devices from which one can mark out: downconvertiggtal feedback controllers,
vector modulators, piezo controllers, timing modules, arahy ADC boards for monitoring

the signals in the system.

Cryomodule

RF gun #1 #2 #3 #4 #5 collimator
a —= P seeding undulators
8 e G R EEER
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Figure 2:The layout of the VUV FEL tunnel.

4X-ray Free Electron Laser
SLow Level Radio Frequency



(Schematic of the Digital LLRF System at VUV-FEL )
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1 INTRODUCTION

The main control loop in the LLRF system starts from the capitybe. The signal from
each cavity (1.3GHz) is downconverted to an intermediagquency of 250KHz. Eight down-
converted signals are inputs of the digital controller, shhsamples the probe signal with a
frequency of 1MHz. Inside the controller (currently it is &P based system) the signal is
decomposed into | and Q components. The controller is abiive the system using Feed-
Forward or/and Feedback algorithms. At the output | and @adigs produced for driving the
klystron. These two signals drive through vector modulédareconstruct the complex signal
form | and Q components. The output of the vector modulatoediklystron. With a sampling
rate of LMHz, every new probe sample is measured evenyslih order to stabilize the field
using feedback algorithm, one must use high gain. High gathe loop can make the system
unstable if the feedback latency is to high. The maximurmagged latency for the feedback
algorithm has been estimated to abous @for the whole control loop including latency of sys-
tem (mainly cables) and controller board). The actual estioh system delay is about 500ns
which forces the controller delay not bigger than 500ns. fEwyiirements for the stability of
the amplitude and phase of the field are tight: for the anqiit@« 10~4 and for the phase
0.1 degree. The control loop has many nonlinear elements likstrkin, vector modulator or
preamplifiers. Every conversion from analog to digital sigadds noise to the system. The
temperature changes cause phase delay drifts in cablesheSk distortion are added to the
control signal and force the controller to perform sophbated algorithms, which can compen-
sate noises, drifts and nonlinearities. This require autation power of the controller and big
data throughput.

The current solution bases on system with DSP processor BEBIS67 from Texs Instru-
ments). The controller is split into three boards - ADC bowaith 14bit analog to digital
converters sampling with a frequency of 1MHz, the DSP boath WMS320C67 processors
and DAC board (14 bit, 1IMHz). All boards are connected thiogigialink interfce. Because of
the DSP the programmers can only optimize the software ®ID8P processors but cannont
optimize its architecture. Actual computation capalg$tof the system are close to the limit.
Also the computation power is closed to limit - the algorittmperformed with a time of more
than Jus The system operation requires the delay of the algoritlam atcording to the trigger.

In order to control the whole experiment, in which the LLRF isof the systems, there

5
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Figure 4:DOOCS as a remote, distributed system.

must be a dedicated software provided. In DESY for the TTHatpmm a complex control
software system has been developed. Itis named DOOCS (iitgd, Object Oriented Control
System). The goal of this project is to provide an environintierough which operators in the
control room are able to remotely change the settings ofdnéware and perform experiments.
The idea of the system is to represent every device as a sepastance of the server (Fig.
4). Server, similar to the real device has some propertiegshwcorrespond to the real device
parameters. On the client side, there are GUI based apphsawhich provide user interface.
The communication is performed through Ethernet, using Rie@gpol.

The hardware background of DOOCS are SUN embedded compatadiin VME crates.
VME is the official bus standard in VUV FEL, therefore most elites are also places in the
VME crate. Every SUN is connected to a fast, gigabit netw®&cause of the dimensions of
the linac, crates with the devices are spread along the turime system is therefore really
distributed in logical and physical way. DOOCS is object ot@&el environment. The DOOCS
server itself is only the skeleton of the application. Usestrdesign the virtual device, provide
the access to the hardware and create "virtual knobs" - theepres of the server which will
be available to the client. Every device can be represerdedseparate C++ class. There is
one root class for all devices. One must extend it in ordereate its own version, suitable for
the particular device. In the device class, user declaresighof DOOCS properties. Every

property is also a class which can represent the basic da¢a:tynteger number, float number,
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Client DOOCS device bus

application network server ie. VME Hardware

DOOCS [ ] 0x1234=5

Propery \ :

|
| set voltage=5
|

=

|
set current=3.3 1
|

D_voltge:D_float

DOOCS
property
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/ |

|
| set rate=10
|

D_rate:D_int

|
RPC calls | 1\ bus signals

Figure 5:DOOCS properties are the bridge between the user which tesetee virtual knobs and hardware.

or more complex structures like spectrum class, or histtagsc(Fig. 5). DOOCS property
class provides the access to the data from the network. dsteftre of the all communication
issues like RPC or XDR protocols. Programmer must provide the hardware accessaftr
property. The system provides archiving of the propertireshe local hard drives. This is es-
pecially important in case of network problems. If for soreasons the network is down, the
server continues the operation, however its propertieaatdre adjusted. If for some reasons
the server will be stopped, during the next start up it widlddhe latest values of the properties
from local archive file and will continue the operation. DOO@®vides also client environ-
ment for creating virtual Panels. This tool is called DDD (DOS Data Display). It provide
user friendly graphical interface (drag & drop) with a seiwidgets. Using them, one can built
its own graphical representation of the operation panetHerparticular device. The impor-
tant issue is the way that DOOCS addresses devices and pesgarthe network. As it was
mentioned before, the implementation of the network pratgchidden inside the application.
Therefore DOOCS provides its own naming service called ENfuiEnent Name Service).
Every property in DOOCS environment has its own unique adgdiésas the following form:

facility/device/location/propertyThe facility and device are logical addresses stored iENS

6eXternal Data Representation - standard which allows thaxge data between computer system with differ-
ent hardware architecture
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Figure 6:Virtual device panel with the part of the VUV FEL linac.

server. They are used to group servers including the systeyrbelong (LLRF, magnets, cryo,
etc), and subsystems (klystron 1, ACC1, ACC2, diocationis the name of the server instance

andpropertyis the particular property name. They are stored on the sside. The example

address of the property can look like this:

TTF2. RF/ SI MCON' CONTROLLER/ VOLTAGE

From the address one can read that the property is a padndfoller server which controls
thesimcondevice, and this device belongs to RF system of TTF2. This seaia very useful
when the system is big, and there are many servers congdliiferent devices.

DOOCS is not a closed environment. It provides API for manyireggying tools like Mat-
lab, LabView, LabWindows and popular programming langsages C, C++, Java, Fortran.
It has also tools and libraries for the integration with dex#nt control systems like EPICS.
Currently DOOCS environment is controlling over 100 serverd provides few thousands of
properties. In DOOCS system many devices interacts with etar, exchange data, send con-
trol signals or monitor the work of the other systems. Thaneft is crucial to integrate every

new device with the existing infrastructure. One of the ently developed devices, which is

8



1 INTRODUCTION

planned to be a part of the VUV FEL is SIMCON.

1.1 Cauvity field controller and simulator - SIMCON

SIMCON (SIMulator andCONItroller) is the project of the fast, low latency digital coolter
dedicated for LLRF system in VUV FEL experiment It is being developed by ELHEgoup

in Institute of Electronic Systems at Warsaw University etfinology. The main purpose of
the project is to create a controller for stabilizing theteesum of fields in cavities of one cryo
module in the experiment. The device can be also used asrth#asor of the cavity and test
bench for other devices.

SIMCON design is based on FPGAtechnology which allows to create fast hardware devices
inside the chip, dedicated for the particular purposes hatefore faster than currently used
controllers based on DSP processors. FPGA technologysadleo integrated peripherals for
the fast communication (optical links) and calculationsifedded PPC or DSP). All these
features create powerful platform for control system depelent. The flexibility of FPGA
technology used in SIMCON makes this device multipurposeesysvhich can perform many
sophisticated algorithms and its capabilities are limdaty by the board architecture (esp. the
number of inputs and outputs).

The SIMCON as the device can be split into three main parts:

e Hardware - which is the board with FPGA chips, ADCs and DACs, hardwarerfates
(VME slots, ethernet sockets etc.). Several versions ofSiMCON board have been
developed yet and is still being developed. They have diffecapabilities, different

architecture, number of inputs and outputs, etc.

e Firmware. Every logic inside the FPGA chip is described with VHDL (Yét#igh speed
integrated circuits Definition Language) code. FPGA chgelitdoes not include any

"ready to use" logid® so it must be defined. In case of SIMCON the firmware includes

"Low Level Radio Frequency

8Electronics for High Energy Physics

9Field-Programmable Gate Array

10S0me new FPGA chips (like Xilinx Virtex 1l pro) have embeddmdcessors and other sub-components im-
plemented inside, however these components are useléghemPGA is configured
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components for communication with other chips on the boaravell as fast control
algorithms described in VHDL. Firmware can be developedheway that it can run on
different boards. The modularity of VHDL code offers the gibdity to split the project
into small pieces and work separately on particular taskd,then join the components

into one final project.

Software. The main algorithm development process for SIMCON is doriegusIAT-
LAB environment. This advanced tool offers the easy way ohimalating the matri-
ces and vectors which are widely used in control algorithiiso the most of tests of
firmware are done using MATLAB. To provide direct communioativith the hardware
from MATLAB, the dedicated laboratory software environmbas been developed [1].
It bases on Internal Interface described in [3]. In the imi&interface registers, bits and
memory in FPGA are accessible from software level not thinquigysical addresses, but
through mnemonics (Fig. 7). A dedicated library loads atapglication start up the 11D
file (Internal Interface Description) with declarationsrohemonics, its data types, size
etc. Then it calculates the physical addresses of these omiesnin the FPGA memory.
The same file is used in the VHDL project to synthesize thecsira of the FPGA us-
ing the same address calculation algorithm as used in theasef library. This ensures
the proper device addressing. The software library thagspansible for providing the
communication based on mnemonics make use of anothenfitaragerform read or write
operation based on translated addresses. There are masyovegnnect the SIMCON
boards to the control computer (VME bus, LPT, Ethernet,) etherefore, to keep the
modularity of the system, a communication channel concagptieen applied to the sys-
tem (Fig. 7). In this concept, the Il library uses a configiarafile to read the name of
the channel library. Then it loads the library and uses thiadhinterface to provide the
communication with the hardware. The control software dependent from the channel
implementation. There is no need to recompile the softwidaheichannel changes. Only
the configuration file of the Il library has to be changed inevrthb use the new channel.
The limitations of MATLAB reduces the usage of this envira@mhonly to the labora-

tory purposes. The Matlab provides only single-threadetif&iRthe user. Therefore the

10
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*(vme+0x22f a23e8) =5

application
write("USER REG', 5)

Internal Interface
description
file II parser SOFTWARE
Channel ]
definition write(0x22fa23e8, 5)

communication channel

HARDWARE
SIMCON FPGA
and FIRMWARE
Figure 7:SIMCON mnemonic to address translation process usingriaténterface.

Graphical interface runs in the same thread as the rest cdppkcation. This causes
performance degradation of the system and makes it almektassfor testing fast, time

critical algorithms.

1.1.1 SIMCON 3.0

The current version of SIMCON (3.0) (Fig.8) was designed famtmlling the vector sum of

fields in one cryo-module (8 cavities). The main featureheflioard are:
e Xilinx Virtex Il chip.
e Eight 14bit ADCs (50 - 100 Msps) and four 14bit DACs (40 - 160Msps

e 2 inputs for external clock and trigger signals (these dggoan be also generated inter-
nally inside FPGA).

e 2 outputs for providing the clock and trigger signal (if thase generated inside the
FPGA).

11
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e Modular design (the SIMCON board is made as the daughtedsat is placed on the

motherboard with VME interface).

Figure 8:SIMCON 3.0 board with 8 ADCs and 4 DACs. It has Xilinx Virtexdhip on-board.

For the SIMCON 3.0 several firmware versions have been prépdiee main purpose of
the system is vector sum regulation in superconducting heothut the board can be also used
(with the appropriate firmware) as the controller for the Raeéliequency Electron GUN field

stabilization (with normal conducting cavity).

The 8 cavities controller algorithm diagram has been showfigure 9 and the detailed
information about its implementation can be found in [1] [RBhe main features of the algorithm

are:

e Programmable FeedForward, Feedback and SetPoint tables.
e | and Q detection.

e rotation matrices for the each input and output channel.

12
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e Proportional feedback.

e Exception handling.

The algorithm implemented in SIMCON 3.0 provides a big nundé@nternal signals which
can be access through Internal Interface. The speed of MEGN as a complete device (in-
cluding board and FPGA chip latency) is less than 500ns. dpégation speed together with
the high pulse repetition rate (5 - 10Hz) causes generafioraay, high rated data which should
be available to the user on-line. The existing MATLAB basadi®nment is not sufficient for
the real-time device operation. The next chapters descedpeirements, concept and imple-

mentation of the software system for controlling SIMCON de\in operation environment.

VECTOR BIS AND/OR
MODULATOR RF GATE TIRGGER 1MHz CAVITY 1 CAVITY 8
Tigital Digital Digital
DAC1 || DAC2 Qutput 1 Input 1 Input 2 ADC1 . ADC8
? ? A
Offset
F1 ) | |
o e e Timming & Control Callbration Calibr ation
Module Offset e Offset
[y Yy ‘ +
1/Q s 1/Q
1 (/\-f detector detector
1| @ a + 1 Q 1 Q
I Q
Rotation Set-Port Rotation . Rotation
Matrix eron Matrix Matrix
Table
1 Qi 1, a
! < I I
+ \— x - VECTOR SUM
Q Q
I Q
Feed-Foroward FPGA  CONTROLLER

Tabke

Figure 9:SIMCON 3.0.2 control algorithm scheme.
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2 System requirements

The complexity of SIMCON , especially the flexibility of therfisvare and the number of op-
eration and configuration parameters of the device makedatéare almost unusable without
appropriate control software support. The fast progresheflgorithm development and im-
plementation in SIMCON board requires the unified solutionclwltan be easily adapted to
the particular need. The SIMCON must also be compatible oryelesign level (hardware,
firmware and software) with the existing experiment infrasture for the proper integration.
As it was [resented in the introduction, all VUV FEL systenmsl dts devices have to be con-
trolled through DOOCS. This is the requirement which canrefuifiled by Matlab based
control system.

The aim of the thesis is the design and implementation of tfvare control system for

SIMCON controller. Additional requirements for the projece:

e DOOCS based design.

Easy integration with the experiment.

Flexibility in integration with different firmware versian

Control software must provide full functionality of the SIMGQevice.

The system must be expandable.

14



3 THE CONTROL SOFTWARE CONCEPT FOR SIMCON 3.0

3 The control software concept for SIMCON 3.0

The designed system is based the concept of autonomic aendaxtle modules connected by
well defined, unified interfaces. Some interfaces and maddéscribed in this chapter have
been only adapted from the existing MATLAB-based environnjgtj] for DOOCS require-
ments. This solution allow to use the same core elementedytstem in these two (DOOCS
and MATLAB) environments and simplify the software develarhprocess. The next chapter
presents the concept and the architecture of the contri@syfer SIMCON with a focus on the
modules design and interaction between them.

The version 3 of SIMCON [4] provides more than just the podigittio control the cavity
field using implemented algorithm, but also offers posgibio elaborate new control algo-
rithms. In order to do this, the programmer must have mangipiisies for integrating the
algorithm with SIMCON. The general concept of the system heenlpresented in the figure

10. The whole system consists of three main parts:

e Client applications. DOOCS provides APIs for many programming languages, engi-
neering applications and includes its own GUI tool - DDD. Bmdient can use the same,
well defined interface consisting of the set of DOOCS propsréind control the device
using GUI panels or command line tools. For the SIMCON 3.0 seededicated DDD

panels have been created (described further in paper).

e DOOCS serveris the core of the designed system. This is the only apptinatihich
should have the direct access to the hardware. It consittise®f main operation modules
and one communication module (described in details beld#gch operation module
provides a part of DOOCS user interface. The communicatioduteois the gateway

through which operation modules can access the hardware.

e SIMCON board. This is also the part of designed software system, becaasethe
software point of view the hardware is a module connecteoliyin ta defined interface
which interacts with the rest of the system. DOOCS server @awork without the

hardware.

15



3 THE CONTROL SOFTWARE CONCEPT FOR SIMCON 3.0

Client applications

DDD (DOOCS Data Display), Matlab, C,Java application

— N
ethernet

\\ //

DOOCS server

Default Direct table Compiled
Controller access Matlab code

[ Communication channel (Internal Interface) J

:/ \Sl:ME bus

SIMCON FPGA

Figure 10:General concept of the DOOCS based control system for SIMGON

3.1 Communication module

The communication module is based on the Internal Interfdt@nd originally is used in
Matlab control software [1]. The module provides the unifiieigrface to access all elements
of Il declared in the 1ID file. It consists of two sub-moduldsengine - which translates the
mnemonic names into addresses and channel module whicérmeplts the particular hardware
bus access method using channel interface [1]. The commtioricmodule does not include
any logic related to the specific algorithm or firmware vensitt is only the bridge with trans-

lation engine for accessing hardware logic elements (t@tgsters, memory).

The main feature of the DOOCS system is the distributed adoetbe server. Therefore
the server must accept request from many client at the samee ln the DOOCS server, unlike
in the Matlab control environment, every request is sensd aeparate, asynchronus thread.

If two clients want to perform two procedures which use thedhare, and if these procedures

16



3 THE CONTROL SOFTWARE CONCEPT FOR SIMCON 3.0

uses the same registers or bits (Fig. 11) the applicationseathe SIMCON in the mode that
will interrupt its operation or provide wrong data which stpermitted during the experiment.
Therefore the communication module must also provide nrashafor blocking the access
to the hardware. One module can block the access to the devitee time it is performing

necessary operations. After that time the module can ukbloe device. When the device
is blocked by one module, another module which is requegtiegaccess should wait until
the access will be granted. The system provides the way fewigg requests from server to

communication channel (seéaplementatiorchapter for details).

R R EEEEEEEEEEE 1 1) set_bit ("Bl TS_MJX_OUT_DAQL", 12)

] 1a) set _bit ("Bl TS _MUX_OUT DAQL", 3)
t2q4--------4----1

N ot her readout

1 2 2) routines

i 2

i 3 3) get_area("AREA DAQL", &uf)

. :| readout module

7] 3

readout module

-

hardware
time

Figure 11: Simplified time diagram of two readout procedures perforatgtie same time in the system without
device access lock. The left readout module was triggeréatdéne right one. The right one sets the number of
internal SIMCON signal it wants to read by setting the sigmainber in bit "BITS_MUX_OUT_DAQ". After a
while the left module also starts the readout procedure anthe same DAQ bit to 3 and changes the settings of
first module. Both modules perform other routines and at tliebeth perform the readout from DAQ block. Both
modules will read the signal number 3, because the settiegs awerwritten by left module. Usage of blocked

access to the hardware could prevent such situation.
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3 THE CONTROL SOFTWARE CONCEPT FOR SIMCON 3.0

3.2 Module for direct control tables access

Control algorithms implemented in VHDL have many operatiod aonfiguration parameters
(Fig. 9.). In the current version of the firmware, the algurmtdoes not calculate any parameters
or control tables itself. This must be done in the softwaitthan loaded into FPGA. The most
important parameters are control tables. Tirect table accesmodule provides the DOOCS
interface for the control tables implemented in the FPGA. t@rnables in the FPGA can be
accessed in read/write mode, while normal tables can beamalyssed in read-only mode. This
module is firmware-dependent, because different firmwanepcavide different tables. In the
current firmware version of SIMCON firmware, one can have acaesead/write mode the

following controller tables:

e Two setpoint tables - for | and Q component separately.
e Two feed forward tables - for | and Q component separately.
e Two gain tables - for | and Q component separately.

e Two error tables for exception handling algorithm (I and @nponent separately).

The rest of tables are available in read only mode - since tgsesent the internal algo-
rithm signals (see appendix for full table list). The modt#kes care of blocking the device
for the time, the readout or write operation is performed.e Tinportant issue of the direct
control concept is the proper procedure of new tables uplé&adm the FPGA point of view,
new tables are switched between pulses which ensures thergumctionality of the controller.
The SIMCON switches always tables in pairs - | and Q componiethieasame time. As it was
mentioned before, every request to the DOOCS server for imgdtte data is realized as a
separate thread. On the client site DOOCS API does not offerpdssibility to update two
properties at the same time. Therefore, setting the | andngpoaents is done at the client site
as two RPC calls. In the designed module, tables are also ggdaunpairs (Fig. 12). One of
the tables is called trigger table. It triggers the procedfrswitching the tables in the hard-
ware. Programmer should always execute the update of the@Bfoperty corresponding to

the trigger table as a second RPC call. There is a generahrtiie designed system which sais:

18



3 THE CONTROL SOFTWARE CONCEPT FOR SIMCON 3.0

If two associated tables (tables which are switched togeth#rérFPGA) correspond to | and
Q components of the signal, the trigger table is always thedlf)et’. In other cases the trigger
table is always the table with the larger position number ondigeal list (see appendix for the

signal list).

This rule will ensure, that the controller will be update@perly. The buffered tables up-
dated by client (Fig. 12) are loaded into the hardware notairallel mode but also in serial
mode. In the FPGA there is a mechanism for switching tabldasiwik triggered by setting the
appropriate bit. Server loads new data into the backup gabl&PGA. when data are ready,
server sets the switch bit, and the FPGA switches itself ¢éothis backup as a operation tables
while the previously used tables become new backup tabtethéonext exchange. From the
server point of view there is only one set of tables. FPGAgdatare of writing new data to
actual backup tables and not to currently used.

The direct control table access can be used especiallyghfgiatlab, where one can gener-
ate its own setpiont or feed forward tables and than load ihéo-PGA. Using this interface

one can perform slow feedback regulation, or just colleta éfar later analysis.

3.3 Module for default control tables generation

Using only the direct control tables access one must pravide party software for tables cal-
culation and setting algorithm parameters. After runnif@@LCS server, the system would not
be ready for SIMCON operation. Therefore an addition modale been designed in order
to enable device operation from the start-up of the seridafault control tables generation
moduleincludes simple algorithms for control tables calculatonl allows to operate the SIM-
CON with its all features.The general diagram of Befault control tables generatdras been

presented in figure 13. There are three main layers in therszhe

1. First order parameters layer - which correspond to parameters adjusted by user ie.:
amplitude and phase of the setpoint, gain of the input sight#ie ADC, etc. Some of

these parameters have the exact equivalents in FPGA (gleeks)y some of them are

19



3 THE CONTROL SOFTWARE CONCEPT FOR SIMCON 3.0
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Figure 12: Triggering of the tables switching process in thieect control tables access moduM/hen the first
table is updated by the client, the server buffers the new wlatil the secondrigger table is updated. The update
of the second property causes the loading of two tableslimtéPGA and setting the switch bit which which tells

the FPGA, that new tables are ready to use.

only initial parameters for further calculations and arédicectly loaded into FPGA.

2. Second order parameters- are parameters, which are of size and type which can be
loaded into SIMCON (green blocks).

3. Hardware layer with the FPGA representation of the algorithm registes aid tables.

Black arrows in the picture show whidirst order parameteiis used to calculate partic-
ular second order parametefThe diagram shows, that some of fiirst order parametersire
directly loaded to FPGA (green blocks), while the rest (elhiocks) is used for further calcula-
tion. This solution is caused by the limitations of FPGA firare. In FPGA the implementation

of particular operations like floating point operation;iding (fixed and floating point) or cal-
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3 THE CONTROL SOFTWARE CONCEPT FOR SIMCON 3.0

culating sine and cosine is difficult for implementation.eldalculation of new control tables in
most cases is not time critical. Therefore this calculaiondone in the software. The goal of
the Default control tables generatas to provide the basic, not the optimal field stabilization.
Therefore the algorithm uses the same equations as usesimgDSP [5] based LLRF sys-

tem. The complete list of user parameters used in the modgddeen presented in the table
1.
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Using the variables listed in table 1, The following equasithave been applied to generate
control tables:

1. setpointtables are generated using the equation:

Aspx =8« cogphsp) for 0 < n < till
et
SRIN = q Agp+cogphsp) for tei < n <tfin +tan ()
0 for n > tej) +tejan

n
Aspx =8 xsin(phsp) for 0 < n < tsill
et

SRy = {  Agpxsin(phsp) for trin <n<tgin +teiat (2)
0 forn >ty +tfiar

whereSR is the setpoint table fdrcomponentSR, is the setpoint table fa@ component

and n=0..2047 is sample number (1 samplgus).1
2. feed forward tables are generated using the equation:

%*Coiphsp) for 0 < n < tyill
FR[N =< Aspxcogphsp) fort <n<tey +teat 3)

0 forn > tsii +tar

% *sin(phsp) for 0 < n < tyill

FRo[nl = { Aspxsin(phsp) for trii <n <tein +trian (4)
0 forn >t +tejat
whereFF is the feed forward table fdrcomponentF Fq is the feed forward table fa@

component and = 0..2047 is sample number (1 sample gsil
3. gaintables are generated using the equation:

GsystGLoop for 0 < n <t +tejat
Gioln = (5)
0 forn >t +tear

whereG; g are Gain tables farandQ components and = 0..2047 is sample number (1
sample = {u9).
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r

Parameter name | Unit Description

Asp MV The setpoint amplitude.

phsp degree | The setpoint phase.

RrE - Ratio of "two steps"” in the Feed Forward table.

Gsys - System gain.

GLoor - Loop gain.

tein V&S The filling time.

tfatt VS The flaattop time.

of fsehpc samples | Offset of the ADC channel (8 channels)

gainapc - Gain of the input rotation matrix ( 8 channels)

phapc degree | Phase of the input rotation matrix (8 channels)

gain,sum - Gain multiplied with eaclyainapc for scaling the whole
vector sum.

Iphasgsum degree Phase added to ea@hapc for rotating the whole vecto
sum.

out of fset samples | The offset for the | output channel.

out of fseg samples | The offset for the Q output channel.

gain_out - The gain for output rotation matrix.

ph out degree | The phase for output rotation matrix.

T VS Cavity time constant.

Table 1: List of variables used in default controller.
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Each input channel in SIMCON has its own matrix rotation. imglemented in the hard-
ware as two registersc],c2) to which one must load values calculated with the follayvin
equation:

Clm = gainapc,, * gainysum* cog phasepc,, + | phasgsum) (6)
C2m = gainapc,, * gainysum* sin(phasepc,, + | phas&sunm @)

wheremis the channel number (1 to 8).
The reason of this solution is the complexity of implemeotabf cosandsin functions in
FPGA. In the future, this problem will be solved by using thaaflng point operation VHDL

core. Similar equation has been used for calculating theububtation matrix:

¢l = gaingyt * cog phout) (8)
€2 = gainoyt * Sin( phout) 9)

The offsets of the input and output channels have its dirgeivalents in the IID'! ele-
ments list so they are directly loaded into FPGA without amytssticated equatiors .

In addition to described user parameters, there are soniigeation parameters for SIM-
CON, which are not directly related to the main algorithm, bté essential for the proper

SIMCON operation. These parameters are:

e FPGA mode One can set SIMCON in three main states: As a controller, as@ator,
and in the internal loop. Controller mode uses external méeliate frequency signals
(8 channels) for controlling the vector sum. The simulatodeswitches SIMCON into
simulator of 8 cavities. In the internal loop, SIMCON is wargias a controller and

simulator - the controller drives simulated cavity.

e Timing mode. SIMCON can work with external timing and trigger, or can usiinal

clock and trigger.

Hinternal Interface Description
12The only conversion is the default conversion to binary ogdind extending the range to 18 bits - see imple-
mentation chapter for details.
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3 THE CONTROL SOFTWARE CONCEPT FOR SIMCON 3.0

e Sample index Currently on SIMCON 3.0 board ADCs are sampling the input digna
with frequency of 40MHz. In the algorithm samples hayes fiesolution, it means that
from sampled signal only the every 40th sample is taken fahéw calculation. This

parameter determines which sample out of these 40 shoultkba to the algorithm.

e samples averagingBecause ADCs samples the signal much faster than it is netaed,
Is possibility to average few samples and in order to elit@maises. This parameter

tells, which number of samples should be taken to the avegagiter.

e Trigger delay. SIMCON can delay the start of the whole algorithm by numbemef

croseconds from the beginning of the trigger.

The presented default control tables generator modulelystba example of possible so-
lution. Due to modularity of the system, one can easily repldis algorithm with its own
implementation. The disadvantage of this solution is thgbr&ghm, which is in most cases
developed in Matlab, must be rewritten to C/C++ code. Somatiftrie very complex process.
For this case, software system for SIMCON has been equipptudtiae next module, which

allows to include compiled Matlab code into the DOOCS server.

3.4 Module for compiled Matlab code

Matlab offers to the user sophisticated tools and languagerfgineering calculations and al-
gorithm development. In order to use developed algorithier lmm DOOCS, it must be pro-
grammed in C/C++. Simple routines can be rewritten by hand. @G@ogalculations may be
impossible to rewrite in a short time, without ready C lilearor additional tools. Matlab of-
fers a compiler which can compile m-functions into C/C++ seutode, dynamic library or
executable application. In all these cases in order to wesedmpiled code, user must provide
access to specific Matlab libraries.

In most cases, during the algorithms development, one cagsathe SIMCON hardware
through Matlab using the laboratory control system [1].eAfhitial tests using Matlab, there is
a need to either implement ready algorithm in the FPGA or ird@3. In this second case one

can compile Matlab code and use it as a module inside DOOCS8rserv
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3 THE CONTROL SOFTWARE CONCEPT FOR SIMCON 3.0

Moving algorithms from Matlab environment into DOOCS is natyothe matter of com-
piling the Matlab code. Those two environments have diffedata types, data flow and the
architecture. DOOCS server unlike the Matlab (from the paogner point of view) is a multi-
threaded application. It uses the communication moduladoessing the SIMCON hardware.
In Matlab one can access directly the particular registedfFRGA from the body of the m-
function or script. This is not permitted in the presented@T$ system. Figure 14 presents
the model of the SIMCON hardware access used in Matlab and DO®QBe first solution
every Matlab routine can use inside its body functions teeas¢he hardware. Since Matlab
scripts cannot be run in the multithreaded environmentetligia guarantee that one Matlab
script will not be interrupted by another script during rimgnthe procedure requiring multiple
accesses to the device. In DOOCS solution there is an aspitrar through which all calls to
the hardware should be done. Compiled Matlab function wtsgbuik into the DOOCS server
and contain direct calls to the device is not thread safearitle called by many clients at the
same time so many instances of this function will run at theeséime and cause controller

algorithm crash. The second problem is the lack of Matlatkesace inside DOOCS environ-

Matlab DOOCS
workspace server
Compiled Compiled
Matlab Matlab Matlab
routine routine routine
Matlab ‘ Communication module
routine
SIMCON hardware SIMCON hardware

Figure 14:Matlab hardware access model versus DOOCS hardware acoelgs m

ment. If function uses in Matlab global variables, they wiidit work in DOOCS . All function
parameters must be passed in the function invocation. lerdoduse Matlab code in DOOCS

one must fulfill the following requirements:

1. Every routine must be programmed as a m-function, notmptsd/latlab cannot compile

m-scripts.
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3 THE CONTROL SOFTWARE CONCEPT FOR SIMCON 3.0

2. Access to the hardware must be done between functiorss ddlat means, there should
be one root function of algorithm in which particular parisalculations are performed
and the data exchange with SIMCON is done on the root functiesl |

3. Any global variables are not permitted.

4. All functions must be constructed according to the itegfdescribed below.

3.4.1 Matlab - DOOCS interface

The Matlab module for DOOCS provides to the system an interfd@ough which compiled
Matlab function can communicate with the rest of the DOOCSesys The purpose of this
unification is to make the changes of the server as simpleiapdssible. Interface bases on
the firmware structure. It means, it must be changed if theafare changes (which happens
relatively seldom compering with the changes made in theveo€). The interface should be
applied in Matlab m-function so after compilation the lityravill be easily integrable with
server.

The idea of the interface is to limit the number of possibléumetions structures in Matlab
and create inside the designed module a persistence emargrwhich will simulate Matlab
environment. There are free kinds of functions in the preposterface (Fig 15) and four

matrices.

1. Init functions. Generally for each algorithm there should be only one iaitction.
This function is called only once by the DOOCS server at thg etart up stage. Its
goal is to return the special structure (see implementati@apter for details) with all
algorithm parameters that can be adjusted by the user. Miatalule for DOOCS scans
the structure returned by this function and automaticaigates the DOOCS properties
for the entire algorithm. If the properties in the structa®e some initial values assigned,

they are also loaded into DOOCS.

2. Input functions. Input function is triggered every time the user changesdmyOOCS
property related to the compiled Matlab algorithm. As thépatiit returns three matri-

ces: First is thé&J which represents the scalar parameters calculated foratiemtand
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3 THE CONTROL SOFTWARE CONCEPT FOR SIMCON 3.0

simulator. The second ¥ which represents the table of vectors. Each vector is aesing|
control table (FF, SP, etc). The third onéAs- the virtual workspace, a structure which

contain other data using in algorithm.

3. Internal functions. This function does not use directly user input data butqer cal-
culations on data red from the hardware or workspace. Aspaut erguments it requires

Y, andW and returns also these variables.

DOOCS
—— = Property generation

[INIT function J >

—~— User input

[INPUTfunction j — ! SIMCON hardware

f
28 &
|

|

INTERNAL L
function I

-+ ---'---p

buffer
compiled m-functions workspace
Matlab module in DOOCS server
A\ J

Figure 15:Matlab hardware access model versus DOOCS hardware acoelgs m

The most important element of the module is the set of matrge®l structures used as a
buffer between Matlab and the rest of the system. The spatidicof these data structures are

presented below.

e A - Matlab structure. Created dynamically during the start Lifhe server. It includes
the list of parameters describing the algorithm. It is alfpon dependent strucutre, not
firmware dependent. The system does know the content oftthistigre and can modify

values of fields.
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e U, Y - Matlab matrices with size and structure. These matricedianware dependent
because represents the set of control parameters used i Vibifines. When internal
function is called, th& matrix is updated - it is filled with actual data red from haedte:
When the input function or internal function returns the at¥iandU matrices, they
are immediately loaded into SIMCON. These two elements ameetore the real buffer
between Matlab and SIMCON hardware.

e W - simulate the workspace, through which matlab functiorns eechange data. It is
the matlab structure. The DOOCS system does not know the rdooftehe structure
and cannot access it. It only keeps the persistent objetteirmemory. The algorithm
can store there temporary data which are used by many dgofitnctions, but does not

corresponds to hardware properties.

Presented solution unify the way the algorithms should beldeed in th Matlab and helps
to automate the process of integration the Matlab code WifOQ'S server. Additionally it
separates these two environments, and simplify the degitgreresented system. In cases,
where C implementation of the algorithm is for some reasamsossible it can be the only
solution. There can be multiple Matlab modules in one DOOQS8ese The usage of one

communication module ensures the thread safety.

3.5 Summary

The presented conception of the system covers all requitespeesented in the system require-
ments chapter. The communication module controls the adoethe hardware. It is crucial,
that all modules (this presented in thesis and developdukifuture) use this interface. Direct
access to the control tables let the engineers to perfororiiigh development or diagnostic
measurements of the LLRF system. Default control tablesrgémranakes the whole SIMCON
an autonomic device, which can start immediately the operatithout any third part tools. In
the future version of the SIMCON, DOOCS will run on the embedBeder PC processor.
The default control tables generator in that case can mak&IiMCON a standalone device,

which can run without VME crate, on the desk of the enginearalfy the module for Matlab
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code integration is a solution for the cases, where sophistil algorithm must be integrated

with DOOCS, and there is no possibility to implement it in Cdaage.
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4

Implementation

Presented concept has been implemented according to theer@gnts of the system and lim-

itations of DOOCS, Matlab and Internal Interface environtaeA set of C++ classes has been

developed for each operation module. Different data typelsséructures have been wrapped

with DOOCS classes in order to provide them to the user. Thesfbas been put on the thread

safe access to modules and effective DOOCS basic classes usag

4.1 Data formats in the designed system

In the realized system, one can define three different sodtemvironment which interacts with
each other. These are DOOCS system, Matlab code, and Inkeierdce together with FPGA.

All of them use different data types and formats. Detail gption of these types has been

presented below:

1. Matlab. Matlab provides its own C API for compiled code. In Matlakearan distinguish

between scalars, vector, matrices (multidimensionatycsires , etc. Additionally it
operates on complex numbers. In C language there is no st&lstdactures. Therefore
Matlab provides set of functions and structures, througiclilone can communicate
with compiled Matlab code. There are defined functions fdirgacompiled functions,
operating in return values, modifying them, etc. NativelntMb operates odouble

format (64 bit). In C code also the basic Matlab data formaioisble

. DOOCS has been written in C and C++ language. it operates mainlntager and

float format. DOOCS has various data types for representing diftedlata structures.
The main feature of these types is the availability throughretwork. All data types
are C++ classes with virtual methods. Programmer has toaaeithese methods in
order to provide its own data representation. Due to obggmasentation of the scalar or
vector values the access to the value is done through apat@pnethod, not by direct

addressing.

. Internal Interface . As it was described in the concept chapter, DOOCS serverlér S

CON access the hardware using mnemonic names of the Inteneaface elements.
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These can be: bits, words, and areas. Due to the unique tGaealuf the FPGA, word

can have different width then it is assumed in computer ggchire. SIMCON operates
on integer, 18 bits words. It is causes by built-in, 18 bit O&&tks inside FPGA dedi-
cated for fast calculations. Every single word in the sesi@e, no matter if it is a scalar
or element of a vector, is before loading to FPGA convertethflu2 format to unsigned

format. The reverse conversion is done on every word red FBGA.

Presented data types differ on both levels; data structhddsary format. The important
issue of the implementation is data conversion betweer ttiese environment. Next chapters

presents implementaion realted details of the designedilee@nd DOOCS server.

4.2 Communication module

In the communication module libraries, which are origipaised in Matlab, have been adapted
for the DOOCS needs. Additionally in DOOCS, a dedicated C++selabave been developed.

The layout of the entire module has been presented in figure 16

SIMCON server

—

Xiid_bridge

luse
channel . t xt \;I

libxiid.so (___ ﬁ
11D files oxl sour ce. t xt

luse
I

\

libvme.so

1 €— vire. cont |

'l Devi ceVire

Figure 16:Layout of the communication channel implementation for D&8based SIMCON server.

In the DOOCS server, the communication module is implemeasesXi i d_bri dge class.
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It provides the interface for writing and reading to the guéelement available in thiei bxi i d. so
library. This library is loaded by th® i d_bri dge class constructor. One can also obtain from
the library the full list of mnemonics and its type§.i d_bri dge class provides also two meth-
ods for locking and unlocking the access to the hardwareail@dtdescription of the available
methods has been presented in the table 2.

Xi i d_bridge class useki bxi i d. so library for translating the mnemonic names into phys-
ical addresses in FPGA. The library uses two configuraties fiFirst is thehannel . t xt file
which contains only one line with the name (with path) of tinedry with channel implemen-
tation. Thel i bxiid. so opens directly pointed library and maps appropriate famsti The
second configuration file sour ce. t xt with names of all IID file that should be parsed by the
library. Thel i bxi i d. so liborary communicates with the channel library using sinmipterface.

There are two function defined for accessing the hardware:

wite data(const unsigned int addr, const unsigned |ong data)

read_dat a(const unsigned int addr, unsigned |ong * const data)

These functions allow to write or read from the hardware thgle word. The IID parsing
engine translates the mnemonic names to the physical agdrasut according to the Il spec-
ification [3] data in the FPGA memory can be placed not comtirsly. Therefore one access
to the hardware using mnemonic can cause many accesses cmatieel level. The channel
library | i bvire. so is responsible for direct accessing the VME bus using th&esyslriver. It
uses a configuration fileme. conf placed in the same directory as the library itself. The file
contains three lines with configuration parameters whieh ar

[ base address] - the base address of the device in the VME memory space.

[menory size] - the size of memory the device uses in order to map it into agerpnemory.
[driver nane] -the VME bus is visible in SUN as a device placed dev/ directory. In the
name of the device the address width and data width is indluéfer example 24d32 means
that the address has width of 24 bits and data are 32 bits.

The example configuration for SIMCON can look like this:

0xC00000
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Method declaration

Description

Xiid_bridge()

Class constructor. Opens i

l'i bxiid.so library, maps appropri:

ate functions.

setWord(int id,u_long value)

Writes word value to mnemonic wit

given id.

getWord(int id,u_long *val ue)

Reads data from mnemonic wit
given id and word type and store it

val ue.

seBit(int id,u_long value)

Writes value to bit element with give
id.

getBit(int id,u_long *val ue)

Reads the value of bit element wi

given id.

setArea(int id, u_long *buf,int num int offs)

Writes to the area with givend the
numof words from buffebuf , starting

fromoff.

getArea(int id, u_long *buf,int num int offs)

Reads from the area with gived the
num of words starting fromof f and

stores it in buffebuf .

int getlD(char* name)

Returns the numerical id of the el

ment with givernmenoni c.

int getltensNunber()

Returns the number of all items in th

parsed IID file

getlten(int id, iid.item _t * item

Returns the structure describing the

element with given id

| ock() Locks the access to the hardware.
the hardware is already locked it tf
method waits until it is unblocked

unl ock() Release the access to the hardware.

Table 2: List of methods available in Xiid_bridge class.
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0x1C000
[ dev/ 24d32

The implementation of the communication module allows t® itisn different servers just
by including theXi i d_bri dge class in the source code and copying appropriate librarids a

configuration files.

4.3 Direct control table access

As the base type for control tables implementation in DOOG&Dtspect r umclass has been

chosen. For every of the four tables sets (feed forwardpg#tmain and exception) The appro-
priate class has been designed. Since the implementatibesé tables is similar, the detailed
description has been presentedffeed forward class. For every main class (like FForward
class) there are some helper classes assigned to (Fig 1@y .bake on D_spectrum class. The
feed forward class has two instances of D_FForward_spectrum class ¢oméable and one

for Q table) and two instances of D_fforward_spectrum_agsc(one for representation of the

amplitude spectrum and one for representation of phasérapec

FForward

D_fforward_spectrum D_fforward_spectrum_ap

v v o

D_spectrum

Figure 17:General UML scheme classes used in direct control tablesagoedule in SIMCON server.

As it was presented in the concept chapter, control tables ttabe exchange in the hard-

ware in at the same time and the software update processfsmped in serial mode not in
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parallel. Therefore, only the main FForward class acceshandware (Fig 18). Itincludes four
buffer tables for I, Q , amplitude and phase signals, and #ieehn classes access only these

buffers.
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CLIENT

FForward

ff_l.get()
ff_lset()

ff_I:D_fforward_spectrum

ff_amp:D_fforward_spectrum_ap

!

ff_Q.get()
ff_Q.set()

ff_Q:D_fforward_spectrum

!

ff_amp.get()
ff_amp.set()

ff_ph:D_fforward_spectrum_ap

!

ff_ph.get()
ff_ph.set()

!

ff_I buffer
————

ff_Q buffer
>—/

ff_amp buffer
—

ff_ph buffer
[ S —

(|

calculation

FForward.write()

FForward.read()

Figure 18: The general scheme of the direct control tables access modplementation.
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During the initialization of the FForward class, the ingt@s of helper classes (automati-
cally adds the new DOOCS properties to the server) are alstect@and the FForward class
constructor sets the trigger bit in one of them (accordinth&rule mentioned in the concept
chapter). The whole process of updating new tables has bresarged in figure 19. The client
send a RPC call with new table values to the server. Servetesrea executive thread. The
thread triggers a method @&f f f orwar d_spectrumclass to set new data. The instance of
D fforward_spectrumclass writes a new data to the bufferffor war d class. Next, the in-
stance checks internal bit that decide if the instance isrifpger class or not. If it is the trigger
table, according to the rule presented in the concept chapteaggers thew i t e method of

FForward class, and then FForward class updates two taidieleithe FPGA.

client server D_fforward_spectrum FForward HARDWARE

|
|
update table | |

- create
|

|

|

|

executive thread :

|

update table
Ll write data to the buffer

write | and Q
buffer to

if is trigger - write to hardware hardware

'

I S S

Figure 19:Sequence of methods calls during the procedure of updatengdntrol tables.

The FForward class can be in several states. If the requastiser appears, it can return
data which are red from the hardware, or from buffer. When thable has been updated,
according to the rule presented in the concept chapter,laaided to the software buffer. If
between update of table | and update of table Q a readout Iaf katall occur, the data must
be send back to the user not from the hardware, but from therbuReading the table from
hardware would overwrite the updated data in the buffer, &ftel updating Q table the the
system would send the old | table and new Q table to the haslvidris situation is presented

in figure 20. Different situation should appear, when thered table update. In that case the
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object is reading data from the hardware. It is realized byttzar flag in FFroward class -

i swrite. This flag is initially set to O - this means there is no updatepdure activated, every
readout should read data from the hardware. When when tabpelegted (no matter if it is | or

Q table) this flag is being set to 1. If any readout requestagaechecks if the flag is set to O

- if yes, it reads directly from hardware, if not, it readsal&itom the buffer. Additionally, the
trigger table always callsr i t e method of FForward class to update new tables in the hardware

and resets thieswr i t e flag. This mechanism ensure the proper and safe controléablenge

process.
D_fforward_spectrum D_fforward_spectrum
clients ff I ff Q FForward Hardware
t | tabl

== >l set buffer | | I
| | | |

get | table

> get | buffer
| I I | get | table I
return | table
| | return | buffer |
-4

return | table

set Q table

\ set buffer Q

write to hardware

AN

Q buffer | buffer

Figure 20: The effect of overwriting the buffered | table during theedit tables access. After updating the |
component, the new table is stored in the buffer. If the readequest will appear in the system before updating
the Q component - which flushes any changes to the hardwaregdldout from SIMCON will overwrite the new

| value. This will cause incorrect table exchange and algorifailure.
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There are two additionally instancesff f or war d_spect r um ap class in FForward class.
They provide amplitude and phase plots of the particularadjguch a feed forward or setpoint.
These classes are read-only objects, which means one careadlthe plot of the property but
has no possibility to change it. Update of amplitude and @lpdsts is done also through FFor-
ward class.D fforward_spectrum ap class call during readout procedure the FForward’s
updat e method. This method reads from hardware actual | and Q sarhtalculate ampli-
tude and phase which are next stored in bufférs$.f orwar d_spect r um ap object reads then
values from buffer and return it to the client.

Presented solution is flexible - the particular class fker war d uses only the main server
class and communication module. It does not depend on apy pé#ht of the system (especially
the default control tables generation module). The modideiges secure hardware access via

communication module.

4.4 Module for default control tables generation

This module implements basic algorithm presented in theeptrchapter using several DOOCS
classes. The module itself is realized as a separate [d&sas! t Control | er. Similar to the
previous module, there are also helper classes implemeateldhe access to the hardware is
done only through the root class whichDsf aul t Control | er. The basic DOOCS classes
which have been extended for this module needs wherat andD fl oat. The list of all
helper classes with description have been presented im 3abl

Helper classes hawet val ue method overloaded in which they invoke the appropriate
method ofDef aul t Control | er class for generating the table (Fig. 21). The invoked method
reads then the needed properties and using equationshisariconcept chapter it generates
particular control tables set (I and Q) and then loads itHR&A using communication module.
The important issue is, that this module does not use digettal table access module but has
own uploading procedures included.

The module calculations product are almost always a flogimigt values. Because the
SIMCON operates on integer values only, every result of ¢afmn is cut to the integer number

after changing its range in order to limit the error. Howewerinverse operation does not return
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class name Description

defcon_ff _float | The class representing float parameters used for FF tabérajem.
defcon_ff _int The class representing integer parameters used for FFgabgration.
defcon_fb _float | The class representing float parameters used for FB tab&rgjem.
defcon_fb_int The class representing integer parameters used for FBdgahkration.
defcon_sp_float | The class representing float parameters used for SP taldeagiem.
defcon_sp_int The class representing integer parameters used for SRfdeation.
defcon_int The class representing float parameters used for FF and BRy&teration
def con_f 1 oat The class representing int parameters used for FF and SPgeaibération.
defcon_in_flaot | The class representing float parameters used for inputontadatrix calcu-

lation.

Table 3: List of helper classes created for Default Contrafiedule.

the exact value which was the result of the original caleoiatThis effect is visible especially
in rotation matrices, where in the FPGA there is no directespntation of amplitude and phase
of rotation matrix, but recalculated values. In order tadraatual amplitude and phase of input
matrix set in the hardware, it is necessary to perform irveedculations. Since the original
result has been rounded before loading to SIMCON, the vall@BA has error and inverse
calculation cannot return the exact value. The errors wbaturs are at the level 18, so they
does not have strong influence on algorithm performance.

The default control table generation module does not ireclutdy DOOCS properties which
allow to display generated control tables. All readouts bardone only through the direct
control table access. The reason for that solution is todagtoubling DOOCS properties and
overloading the server with frequent readout procedureéeeosame property. In case of lack
of the direct control table access module in the server, angocovide appropriate readout plot
using universal readout properties described later intelnaghe implementation of the pre-
sented module allows changes in the algorithm control saddenell as modifying the interface
DOOCS interface. Helper classes are universal and can beséuefor extending the number

of input parameters.
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Helper classes DefaultController
3 R ﬁ
a .
defcon. in_float set_outputmatrix() %
_amp, phase get_outputmatrix() %
L Y \
p
defcon_out_float \
e 7
__amp, phase J<=%x—>=| get_inputmatrix() %
s A i i \
defcon_int set_inputmatrix() %
o J
filing, flattop time T
N J i S
! ( 7
/d f float b | * :
elcon_tloa - set_ff() M
2mP: phase of SP ) S = communication ) &
e channel
N\ J O
s N
defcon_sp_float N
SP tau [ )
N =i

set_sp()

-~
defcon_ff_float

FF rati
_FF ratio -

-
defcon_fb_float

system gain i set_fb()

\Ioop gain

%v’
_—

Figure 21:The relation diagram between helper classes and Defautt@ien class. Arrow shows which helper
class triggers the appropriate root class method. The samm@sashow which data are red for particular table or

rotation matrix coefficients calculation.
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4.5 Module for compiled Matlab code

The implementation of Matlab module bases on dynamic libsarThis solution was chosen
because of the unique usage of Matlab code in DOOCS. Matlatition can be frequently

changed by developer without changing the interface to DO®&%er. Therefore compiling

m-functions into dynamic library allow to avoid recompitat of the server without need. The
Matlab code before compilation must be correctly formattetthe specific interface which was
introduced in the concept chapter. This chapter descrigsélslconcerning Matlab compilation
and integration with DOOCS environment.

As it was mentioned before, there are three types of funstidmich can be used in Matlab:
1. Init function:A = INPUT_INIT().

2. Input function[ U, Y, W =FOQ( A) .

3. Internal function] Y, W =FOQ( Y, W .

Init function is the first function called during start up of the server. renghould be only
one init function in the library and should be named exadigUT_|I NI T. It returns the structure
with a list of all user parameters in the algorithm. Theseapuaaters are used for automatic

created DOOCS properties creation. The returned structusg fmllow the several rules:

1. The structure can have only fields of scalar type and rdgl\alue. If one of the pa-
rameter is a matrix or vector, it must be spited into singlements and then put into the
structure. Later, inside the Matlab code (Input functiomsg can join single elements

back to the matrix or vector and use it in calculations.

2. The name of the field will be the DOOCS property name. Theeefanly capital letters
are allowed, and maximum length of the name should not ext&ncharacters. There

cannot be two fields with the same name.

The structure returned by this function persists in theesememory until server is quited. It is

modified by user every time he changes any of input parameters
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Input function should also have one instance in the library. It is the fuumctihich is in-
voked after the user changes any input parameter. It rdatdsuthe input parameters in order
to return control tables and rotation matrix coefficientcéin be compared to default control
tables generation module). It returns three elementsovéLtmatrix Y and structure W. Vector
U corresponds to all scalar values which are loaded into FR®@s#rix Y is a table of vector.
Each vector is a single control table. One can compare the trixita the set of tables in
the direct table access module. The matrix Y will be later ifiedl by the internal functions.
Both U and Y elements depends on actual firmware. They shoutdspmond to the particular
elements in Il file. DOOCS server does know the structure afeledements and will expect
the proper data format. At the server start up, the wrappeary (see further in the chapter)
creates a buffer data structures of U and Y in order to progm®amunication with the rest
of the server. The W is the private workspace structure ofatberithm. It can contain every
kind of Matlab data inside. These data can be modified by ekgorin every way. Server only

provides a pointer to this structure and take care of passbejween functions.

Internal function can be triggered by the user or by the DOOCS server interriathyper-
ates only on Y and W element. There can be many internal fumein the algorithm.

If the Matlab code is properly formatted, it can be compilaethg Matlab compiler. For
SIMCON purposes, Matlab 6.x version has been used. The cothwlaich creates the shared

library | i bsi mcon. so from m-functionf ool ,f 002, f 003 is following:
nce -t -L C-Wlib:libsincon -T link:lib fool, foo2, foo03,

The compiled library is ready for the integration with DOOGSwer. For this purpose,
the special wrapper libraryi bmat cor e has been provided. It is not only providing compiled
functions to the DOOCS environment, but also separates thaAaPI from DOOCS API.

It is important, because DOOCS server can be therefore cedhpiithout any Matlab library
linkage. The wrapper library provides the cldadsmyMat. This solution is similar to the
Xiid_bridge class in the communication modulBunmyMat has a mechanism that allow the
DOOCS server to create the properties from the structurenediby the Init function.

Server can read the total number of structure elements amdréad step by step names of
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Figure 22:The implementation scheme of Matlab module for SIMCON serve

all fields. Using this name it creates new DOOCS property wétim@ equal to the field name.
As a base class for all Matlab-DOOCS properties@heat | ab_r eg class has been used. It
bases on D_float class. The overloadetl_val ue method of theD mat | ab_r eg accesses the
structure inside the The wrapper library and change thesvallithe particular property.

There is no automatic procedure for mappindnsi ncon functions in thel i bmat core
library. This means, the programmer has to modify the socwde of thd i bmat cor e for par-
ticular | i bsi nton functions by hand. However it simple task since the intexfeaccompiled
Matlab functions is unified. Every function frolm bsi ncon should be represented as a method
of theDummyMat class. Inside this method there are oblymyMat internal buffers manipula-
tions and the call of the function from thébsi ncon. The typical method which implements

the INPUT function can look like this:

voi d cal cinput (){
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mxDest royArray(Wout);
mxDestroyArray(U);

mkDest royArray(Y_out);
U=initt(&Y_out, &Wout, i nput _struct);
mxDest royArray(W.in);
mkDestroyArray(Y_in);

Wi n=nxDupl i cat eArray(Wout);

Y_i n=nxDupl i cat eArray(Y_out);

First free lines clear old output buffers. Third line is thal ©f the mapped function from
library. Next two lines clear the old input buffers. the lasb lines copy the output buffers
to the input buffers. This example shows the specific probteMatlab API. In the function
invocation, the output argument cannot appear in the inpgunaents list. If it happens, the
output will not be filled with new data. As a solution for thisiltation a two buffers have been
used, and data are afterwords copied from out-buffer (thatref the function) to in-buffer(the
input of the next function). Logicaly there is only one buffeut physicaly the server can access
two buffers. The doubled buffers are: W and Y. the U bufferasused as an input argument,
therefore it has one instance. The next example show theoshethmplementing the internal

function in theDunmyMat class:

void cal crecontrol 1(){
mxDest r oyArray(Wout);
mxDest royArray(Y_out);
m f Assi gn( &Y_out, recontrol 1(&Wout,Y_in, Win));
mxDestroyArray(W.in);
mxDestroyArray(Y_in);
Wi n=mxDupl i cat eArray(Wout);
Y_in=mxDupl i cat eArray(Y_out);
}

These two examples shows important issue of implementafioa output buffers are destroyed
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after the entering to the method. This means, that afteirigdlie method both, output and input
buffers contain the same data (since the input buffers harsfidlked with new data before exiting
the method). This information can be used by DOOCS serverh®@DOOCS side)unmy Mat
provides interface through which one can call every methguich is mapped matlab function
and obtain pointers to internal buffers of thermyMat . This is enough to perform the proper
algorithm operation. The general sequence for calling tipaiti and internal function from
DOOCS can look like this:

mat - >l ock(); - we lock th access to the matcore

xiid->lock(); - we lock the access to the hardware

mat - >cal cinput(); - we calculate the input function

LoadTabl es(mat ->get U(), mat->get Y out(),0); we |oad the new data to FPGA
mat - >cal crecontrol 1(); we call the first internal function

Rel oadTabl es(mat->get Y out()); update of new Y to hardware

ReadTabl es(mat->getY_in()); loading the actual table to Y

mat - >cal crecontrol 2(); call of the second internal function

xi i d->unlock(); releasing the hardware |ock

mat - >unl ock(); releasing the matcore | ock

Thenmat object is the instance of DummyMat class amdd is the instance of Xiid_bridge
class. In this example another feature of BhemyMat class has been shown. This class, similar
toXi i d_bri dge provides the blocking of access to the matlab functions. BSQ@outines are
blocking the access to the internal libmatcore tables angtsires to ensure the data integrity.
Different threads in the server could access the libmatzdries in the same time. This would
cause the failure of the whole controller. The example shilvesflexibility of implemented
solution. The input function is called from DOOCS without grarameters. DOOCS does not
know nothing about the function, there is no Matlab API graamion the DOOCS site. After
input function invocation, new data are available for davading to the hardware (function
LoadTables) using methods for obtaining pointer to datierial function is also called without
any arguments. Its result can be once again uploaded to thevéwe. If the actual data are

needed for the internal function they can be readout frordvaare and loaded int% i n table.
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This table will be input argument of the internal functiom the next step we can call this
function. On the DOOCS site, there is no W structure. It is didéhsideDummyMat class,
because it is not related to the hardware. Only hardwareerktiata of algorithm are visible to
DOOCS.

Using this simple interface one can obtain fully functiotyabf the compiled Matlab code,
equal to the original Matlab control environment. The medoiovides thread safe operation.
Extending the interface dumyMat class is simple, and changeslinbsi ncon library func-
tions does not require recompilation of the server. Usiegtiatlab module instead of rewriting
algorithm to C language has impact on server performance.p@edMatlab code uses many

original Matlab libraries, which are not designed for réaed calculations.

4.6 Monitoring and general purpose data modules

Beside main modules in the system, there have been many tfsestructures developed.
These includes helper classes for accessing basic 11D alsitike registers and bits and moni-
toring spectrum classes for readout of the internal signate FPGA. The list most frequently

classes with description has been presented below.

e D_SIMCON _regis the general purpose class for representing the Il regist2OOCS
environment. It bases on D_int class. It offers the scaling affset parameters. This
means, one can define the number by which the register valugamultiply and number
which will be added to the result of this multiplication bef¢doading it to the hardware.
The purpose of this feature is to provide scaling factor &wisters than have different
range in the hardware than in the software. The readout tpernaerform the reverse

calculation to obtain the original value.

e D _SIMCON _regf is the same register class as D_simcon_reg, but operatesabvdl-

ues and is derived form D_float class instead of D_int.

e D _simcon_areacan be used for readout of the particular signal form theadilist (see
appendix). One can define the number of signal which shoutddh¢he number of DAQ

from which the signal should be red and as in he previous esaske scale factor and
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offset.

e D_simcon_complexareas used to calculate amplitude and phase from | and Q compo-
nents. One has to pass in the constructor of the class theeptantwo D_simcon_area
objects which are | and Q signals. Additionally one has tdrs=purpose flag which tells

if the object will calculate amplitude (set 0) or phase (9etdlculated out of these two

signals.

In the server exists also small, dedicated for the particplapose extensions of basic
DOOCS classes. These are used for setting the timing modegdstate, etc. They function

mostly as a bit switches or properties with few discreetealu
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5 Tests of the designed system

The entire presented system has been tested partiallygdilmenimplementation process. The
SIMCON has been set to internal timing and trigger mode andhasdoeen completely dis-
connected from the VUV FEL infrastructure. As the refereaneironment the Matlab system
has been used. Through Matlab, the test and debug readdbs SIMCON registers, bits and
memory has been performed.

In order to confirm the realization of the thesis requireragtiite dedicated tests have been
done in the full operational environment. Three tests has Iperformed. For each, the appro-

priate test stand has been assembled. The test band cotdigumaluded:

e SUN embedded computer in VME crate, connected to the Etherne

Solaris 2.8 operation system with DOOCS server and libraries

SIMCON 3.0 board.

firmware files and upload tools.

external timing (1MHz) and trigger signals.

probe signal from cavity( or cavities).

monitor ADCs for reference - controlled from DOOCS

The test in the operation environment required a specialguhare for switching the system
from DSP system into FPGA and after tests recovering the OQfePation. Following steps had

to be done in order to perform proper and secure test:

1. SIMCON booting procedure. If the power of the VME crate was down, after turning on
the system SIMCON is not booted, this means the FPGA is notgumefil. The booting
procedure is done through VME bus from SUN computer. The det@3IMCON device
consists of two board: the motherboard and the SIMCON daudpatzrd. On each board
there is FPGA, and it mus be configured. In the configuratiacgss the motherboard

must be booted as the first one, because only through cordigif&A, SUN can "see"
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the SIMCON FPGA chip. The tool that allows to configure the FP@Gwugh VME is
calledjamba It is a extended version of the tool provided by the ALTERAl@@djam
player. ALTERA provides the source code for this tool. Thereforealswnodified to use
VME channel, the same which is used in DOOCS system and Matfvaze. Jambo
uses IID files with description of JTAG bits and jam-files whare the bit-files including

the configuration of the chip. Because SIMCON uses Xilinx FP®#p cbefore config-
uring the device withambothe Xilinx bit file must be converted to jam file. Since the
JTAG standard is the same for the both chip family, Xilinxtek chip can be configured
using ALTERA tool. Jambois the command line tool and as a parameter requires only
the name of the jam file. After configuring the motherboard 8HdCON the device is

ready.

2. Running DOOCS server. There are many ways to run DOOCS server. For the final
integration, the server should be registered in the cordigunr file of watchdog server.
This is the server which is responsible for keeping alive X33server running on the
same machine that it runs. For testing purposes DOOCS seagebbden started from
console, and then switched to operate in the background stution is more flexible,
because one can Kkill the process of the server wheneveratessary. Killing the server
which is under control of watchdog would cause it automastart which, in case of bug
detection or server problem, is not permitted. After starotithe DOOCS, the system is
ready for cable exchange. One can check the proper DOOCS M@@CH interaction,
by setting the SIMCON timing into internal mode and perforgiihe ADC readout. The
plots should show noise with offset. If ADC plots does notwhmmise it can be caused
by the wrong setting of the input rotation matrix settingsetting the amplitude to O. It
Is very important to set the FeedForward and Feedback oMC&N must be ready to

drive system with offsets only!!

3. Timing. The next step is the procedure of connecting the extermahdg and trigger
signal to SIMCON. After connecting signal it is necessarytdeh SIMCON to external

timing. The ADC readout should show the same noise (no inpamected).
4. Switching off the DSP controll. As the next step one should switch off the Feedback
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and Feedforward in the DSP. It is a good habit to save the lastttangs in the logbook.
The result should be confirm by monitoring ADC. They shouldvslzero gradient (<
1MV). In this stage, the DSP is switched off but still is cafling the system by the
compensated offset. If at the output of the controller i®4evel of signal, after vector
modulator there will be a constant, non zero signal. It isseduby the offset produced
inside the vector modulator. In DSP the output ofsset iscsealues which compensates
the the output of the vector modulator to zero. In this stéer switching off the DSP,

one can connect probe signals to the SIMCON.

. Setting klystron power to zero. This step is hecessary before switching off the cables in
the output of the DSP system. After switching off, DPS willlonger compensate offset
of the vector modulator. This will cause the power comingaflklystron. Therefore the

voltage of the klystron should be set to zero.

. Connecting the SIMCON output. After switching of the voltage of klystron, one can
connect cables to the output of the SIMCON. The SIMCON is readydrt up the oper-

ation.

. Adjusting offsets in SIMCON. The goal of this stage is to achieve the same offset com-
pensation as in DSP. The voltage of the klystron can be slpalyng up. During this
operation one should observer monitoring ADC. They are catidtol and will show the
real gradient even if SIMCON is not calibrated. If gradientl\achieve 1MV level it
means that offsets are not calibrated. The compensatiamis by setting the offsets in
the SIMCON panel and observing the ADC readout. One shouldsépdrately for | and

Q signal the value which give the minimum power at the outfthe vector modulator.
After compensation one can continue polling up the voltgg¢éouhe nominal level but

in the same time observing the ADC readout. If gradient iee”ing the 1MV level the
compensation should be repeated. At the end of the procettharéevel of signal in the

ADC monitors should be similar to the one achieved with DSP.

. Starting the operation. After all these steps, SIMCON is in "stand by" mode which

means it drives the module (or single cavity) to compendaeffsets. From this point
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one can start the real test, setting the Feedforward, ardbBek.

After finished tests, one should exacly repeat the procefdone the last point to the first
in order to bring the DSP back to operation. Presented ptredtas been applied in every of

three tests. Next subchapters describe the particula: tBsesented screens from DDD panel

shows the DOOCS system working in real operation environment

5.1 SIMCON 3.0testin CHECHIA

CHECHIA is the test band for the single cavity. It is placed i@ YUV FEL tunnel. CHECHIA
is used for testing the cavities before mounting it in the mledIt consists of the full environ-
ment: Cavity, klystron, RF system, local timing distributiolownconverter and DPS controller.
The test has been performed using SIMCON 3.0. The probe digisabeen connected to first

ADC channel. During the test cavity was installed withowza tuners, and therefore was very

unstable. The following pictures show the panels with diginallected in CHECHIA.
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Ehas- $I0E008 deg Blia=e 108000 deg | | FF(I,0) SP(I,Q) |
—FEED FORWARD
AAAAAA | INPUT CALIBRATION | | INPUT AMP/PH (8) |
offset I ~ 6100
AAAAAA | ADCS | | INPUT I&Q (8) | | GAIN (I&Q) |
offset 0 - 7100
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Figure 23:Main panel for SIMCON controller. One can see SIMCON paramseand Feedforward with gain

applied.
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~| SPROBE TEST.UTIL/ELHEF _CONTR/CONTROLLERS
[MYv] CAVITY 1 AMP [deg]l CAVITY 1 PH
18. ] 'e0- 7
16. ¢+ 140.
120.
Loy 100.
[ 80.
12. 0.
10. 40.
20.
8. | 0. —— -
-20. {r
6.1 -40.
-60.
+T -80.
[ ~100.
= -120.
0. ~140.
) i | 0 0 0 | S 01 A O = B0y e | 0 0 0 0 S Y
0. 500. 1000. 1500. 2000. 2500. 0. 500. 1000. 1500. 2000. 2500
Res= 1,Buf= 0 [us] Res= 1. Buf= 0 [us]
Plot {spectrum)

Figure 24: Amplitude and phase of the probe signal from cavity drivenStylCON. The Feedforward and

Feedback have been applied.

= ADC_KMOBS: TEST.UTIL/ELHEF CONTR/CONTROLLER/
INPUT CHANNELS PARAMETERS

1 2 3 4 5 6 7 8
Gain Gain Gain Gain Gain Gain Gain Gain
+1.2349 | % o0.0000 | +70.0000
phase phase phase phase phase phase phase phase

+ 0.0000 + 0.0000 + 0.0000 + 0.0000 + 0.0000
Offset Offset Offset Offset Offset Offset Offset Offset
S'3.9072 | . 0.0000 | +0.0000 | <+ 0.0000 | = 0.0000 | < 0.0000 | <+ 0.0000 | * 0.0000

Figure 25:The panel with configuration parameters of input channetdy @e first channel is active.
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4‘ PROBE_AMP: TEST.UTIL/ELHEP_CONTR/CONTROLLERS
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20. 20. 20. 20.
15 il 152 15.
10. i0. 10. 10.
S 5. =i b
0. frocinedin i [ A R [ S T 0. bbbl
0. 1000. 2500. 0. 1000. 2500. 0. 1000. 2500. 0. 1000. 2500
Res= 1,Buf= 0 [M¥] Res= 1,Buf= 0 [us] Res= 1,Buf= 0 [us] Res= 1,Buf= 0 Lusl
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0. 0. 0. 0.
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Res= 1,Buf= 0 [us] Res= 1.Buf= 0 [us] Res= 1.Buf= 0 [us] Res= 1.Buf= 0 fus]
Plot {spectrumm)

Figure 26:DOOCS allows to observe in real time amplitude and phasd 8fadannels. On the picture only the

first channel is active

= EXPERT: TEST.UTIL/ELHEP _CONTR/COMTROLLERS

P

ADC averaging 28 + 3 sanples
e

aaaa
Take the + 20th sanple out of 40 (40MHz sampling)
Trigger delay + .0
- ext @ controller
Timing

<]
i I:l Jiaat s D sinulator
l:l internal Toop

Figure 27:An expert panel in SIMCON server. The device is set to col@rahode and uses external timing

signals.
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= CTRL_IQ: TEST.UTIL/ELHEP _CONTR/COMTROLLERS
C1 [1
25 e
2.
0.
1.5
o =1.
0.5 2
0.
=30
=0.5
£ -4,
-1.5 =
=24
=1y
=25
< S N L AL e bt s S P
0. 500. 1000. 1500. 2000. 2500. 0. 500. 1000. 1500. 2000. 2500
Res= 1.Buf= 0 [1 Res= 1.Buf= ¢ [1
Plot (spectrum}

Figure 28:The output | and Q signals from the controller. The gain lagrd compensate the instability of the

cavity.
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0. oo i 0 Bl 0. oo i 0. Bl
0. 1000. 2500. 0. 1000, 2500. 0. 1000. 2500. 0. 1000, 2500 ]
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Plot {spectrum) |

Figure 29:The | and Q signal detected by the SIMCON from probe signal.

5.2 SIMCON 3.0testin ACC1

ACCL1 is the first superconducting module after RF GUN. The tests been performed with-
out beam. The SIMCON firmware used in tests differed from treeus®ed in CHECHIA but the

server was not changed. Some changes has been made in GUbpaperation optimization.
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Following figures show ACC1 operation using DOOCS for SIMCON.

—SET POINT-

‘Phase

— FEED FORWARD

offset T 50

Figure 30:Main panel of the server. The SIMCON is running with Feedfamivand feedback.
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INPUT CHANNELS PARAMETERS

1 2 3 4 5 6 7 8
Offset Offset Offset Offset Offset Offset Offset Offset
+ 0.0000 + 0.0000 + 0.0000 + 0.0000 - 2.3882 + 0.0000 + 0.0000 + 0.0000

anp anp anp anp anp anp anp anp
+ 0.0000 + 0.0000 + 0.0000 + 0.0000 + 0.39941 + 0.0000 + 0.0000 + 0.0000
phase phase phase phase phase phase phase phase
+ 0.0000 + 0.0000 + 0.0000 + 0.0000 + 95.001 + 0.0000 + 0.0000 + 0.0000

CHANNEL ON/OFF

of f

asa aaan

ysum anp + 1.00 multip. with amp
TR T ADC ﬂoffset ﬂ anp ﬂnoc keaout

Asa aa

vsum Phase + 0.00 added to phase

rot matrix

phase

Figure 31:Panel for input calibration. Different values for each amalrare needed to calibrate the whole vector

sum.

aaa

ADC averaging 2 + 3 sanples
v

ssaan

Take the + 11th sample out of 40 (40MHz sampling)

veve
aan

Trigger delay + 0

v

@ & controller
int I:I FEGA:mnda I:I simulator

D internal loop

Timing Bt

Exception handling

PN N

Haximum Error (HV) + 0.48D0

vwY vvpv

aaaan

Timit + 40

b b aad

Figure 32:Expert panel for SIMCON.
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Figure 33:Grandient and phase plots for each of 8 cavities.
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Figure 34:Eight probe signals from SIMCON ADC. One can observe diyeiatbut signal for controller.

5.3 SIMCON 3.0testin RF-GUN

RF GUN is one cavity module at the beginning of the linac. Itsedifor electron generation

which are next accelerated in superconducting modules.catigy in RF GUN has different
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parameters. It is normal conducting cavity, cooled by watEne different behavior of the

system needs different algorithm for controlling the cavidue to time limitation, the original

firmware for ACC1 has been modified for RF GUN purposes and testddlly operation

environment. For this purpose also the DOOCS server has begiged. The main changes

were done in default controller module, where the shape égeged tables has been modified

additional registers have been added and GUI panels haverbedified. Results showed

that the firmware dedicated for ACC1 is not able to stabilize ReGUN field. However

the test showed also that DOOCS server can be modified andedd@phew firmware very

easily. During 8 hours shifts, the server code was modified¥imes. This quick response for

particular operator needs proved that implemented salugifiexible and expandable.

Res= 1.Buf= 0

[l Res= 1..Buf= 0

——SET POINT. OUTPUT CALIBRATION.
AAAAAAAAAAAAA INPUT CALIBRATION INPUT 180 (8) EXPERT
Amplitude + 17.00 My Anplitude + 1.000
ADCS PROBES INPUT AMP/PH (8) EXCEPTION HANDLING
AAAAAAAAAAAA e
iz SWUSHOD. deg/H|] | Phase 5205000 deg GAIN (18Q) | vsum vs sp | FF(I,® sP(X,@ | our (1eq) [vsumvssezed
——FEED FORWARD LOOP PHASE
table delay + 440 Gain + 2
Offset I - 1000 offset @ + 4300 Phase + 1
——FEEDBACK Pfor. 0.79 My
I,
off Loop Catn :vzggg Prefl. 0.42 My
integr Gain + 2.000 | [] ///TVSUM_AMP; T_SPOINT_AMP]  [1 ///TVSUM_PH; T_SPOINT_PH]
v~ (|| <] 120 7
integr delay + 400 r —
MCOSOaaIll v 80
Systen Gain £ 320.0 | |45 | 60 TRV
10. L 40.
——TIME. 8.1 b 20.
Fill Length + 30 us 6.+ 0.
o e -20. +
Flat Length + 56 us 2 -40. +
) e (015 S ) A A (Ui (S e e Mo A [ A R
Trigger delay + 0  us 0 500. 1000. 1500. 2000. 2500. (] 400. 800. 1200. 1600.

1

Figure 35:Main panel for RF GUN server. One can see modified ACC1 panelinfegrator gain was added,

integrator start delay, and delay for all table start.
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INPUT CHANNELS PARAMETERS

ADC Pfor I Pfor Q Pref I Pref Q

q/ Offset Offset Of fset Offset

i
vow vvv. - voT
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ysum anp + 1.0 nultip. with amp

Pfor ph

‘ot matrix

+ 0.000225 |- 250. _J
phase o vvveow

vsun Phase + 80.0 added to phase

-

Figure 36:RF GUN controller uses forward and reflected power for fieddisization. Therefore there are only

four input channels used.
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Figure 37:Eight probe signals from SIMCON ADC. One can observe diyeiaiput signal for controller.
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6 Summary and conclusions

Presented DOOCS based control environment or cavity sioruaid controller SIMCON 3.0
now in the testing stage. Initial tests showed, that apmaattept is correct and can be used in

future DOOCS applications. The following system moduleshasen realized and tested:

¢ Unified hardware-software communication model providesrface which can be easy
integrated with DOOCS environment. The communication meddiie to its flexibility
allowed to maintain the DOOCS server during tests and signgiié source code modi-
fication. Applied thread safety procedures provided thgg@raommunication protocol
between software and hardware. Modular design of this systenponent, which bases

on several shared libraries helped to debug the software.

e Default control tables generator is an example of the masgipte algorithms, that can
be implemented in DOOCS. lts flexibility and modularity hagmesed during tests in
RF GUN, where there was a need to modify the control algorithining the test. The
algorithm implemented in this module allowed to control peseonductive module of 8

cavities, and calibrate a vector sum.

¢ Direct control table access module allowed to test the SIMG@i@hwvare and other parts
of the DOOCS server. The possibility of changing the contblés directly has been
tested using Matlab. This application is the main tool usathd algorithm development.
The simplicity of using the presented module allow to inéegrthe SIMCON with other,
non DOOCS applications which can contain sophisticatedriihgos.

e Compiled Matlab code can be also integrated in the DOOCS seDesigned wrapper
libraries provide easy to use interface, which allows tonsmt the Matlab data structures
with DOOCS environment. Additionally they separate these évwironment which en-
sure required modularity of the whole presented system. édewthis solution is not
recommended for the future. C implementation of the alporigives possibility for easy
interaction of the calculation routines with other modutégshe DOOCS application,

while Matlab code always need wrapper libraries and integdor system integration.
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Tests of DOOCS applications with SIMCON device showed alsced fer firmware optimiza-
tion, especially in the readout components. Experienceeghdluring tests will allow to avoid
many software and firmware related problems in the future.

Both server, and GUI panels will be optimized for user operatiAdditionally to the ex-
isting server for ACC1, the second server for RF GUN (for new FHAware) is being
developed. The integration of the designed systems witlexisting VUV FEL infrastructure
Is planned to be finished in the fall of the year 2005. Solgiesed during the development pro-
cess gives the background for the future control systenaicated for SIMCON based control
devices.

The next version of the SIMCON - 3.1 will have a possibility tmrDOOCS server on
embedded Power PC processor inside the FPGA chip. This@oluill create new possibilities
of SIMCON usage. With DOOCS embedded in the Power PC, SIMCON castaoelalone
device, which does not need VME crate for the operationt Eests showed, that DOOCS can
operate in that new environment. However, changes will e made in order to provide
access to the hardware. New channel library has to be desldgecause DOOCS will no
longer communicate through VME, but the communication aeileremain unchanged - it
excellent fits the embedded platform requirements. The tedducompiled Matlab code will
be also abandoned because of the lack of support from Makisvior this particular Power PC
(no run time libraries are available for this processor).

There are plans to develop unified Mathematical library fgopathm development in soft-
ware under DOOCS environment. It will be a kind of substitateMatlab libraries and provide
unified data structures and functions helpful in the devalept process. Unified mathemati-
cal engine dedicated for DSP calculation can use floatingtpoocessor (placed as a separate
chip on the board) or floating point VHDL core inside FPGA cHipboth solutions, the com-
munication protocol with the float unit would be hidden iresithe mathematical library, and
user would have only simple and clear interface for usingifiggpoint calculations. Proposed
solution would be easily integrated with DOOCS control eswinent or any other control ap-

plication.
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7 APPENDIXES

7 Appendixes

SIMCON 3.0 READOUT CHANNELS
channel O: test signal from module TEST GENERATOR,
channel 1: simulator CAV_ OUT _I
channel 2: simulator CAV_ OUT_Q
channel 3: simulator CAV_ DETUN
channel 4: simulator CAV_VMOD
channel 5: controller MUX_OUT_SUMV _|
channel 6: controller MUX_OUT_SUMV_Q
channel 7: controller CTRL_|I
channel 7: controller CTRL_Q
channel 9: controller TGAIN_|
channel 10:controller TGAIN_Q
channel 11:controller TSETPOINT _|I
channel 12:controller TSETPOINT_Q
channel 13:controller TFEEDFORWARD _|
channel 14: controller TFEEDFORWARD _Q
channel 15: simulator TBEAM _|
channel 16: simulator TBEAM _Q
channel 17: simulator CAV_MODE1
channel 18:simulator CAV_MODE1D
channel 19:simulator CAV_MODE2
channel 20:simulator CAV_MODE2D
channel 21:simulator CAV_MODE3
channel 22:simulator CAV_MODE3D
channel 23: input signal ADC1
channel 24: input signal ADC2
channel 25: input signal ADC3
channel 26: input signal ADC4
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channel 27:
channel 28:
channel 29:
channel 30:
channel 31:
channel 32:
channel 33:

channel 34:

input signal ADC5
input signal ADC6
input signal ADC7
input signal ADCS8
controller CTRL_DET I_1
controller CTRL_DET I_2
controller CTRL_DET _|I_3
controller CTRL_DET_I|_4

channel 35:controller CTRL_DET | 5

channel 36:
channel 37:
channel 38:
channel 39:
channel 40:
channel 41:
channel 42:
channel 43:
channel 44:
channel 45:

channel 46:

controller CTRL_DET _|_6
controller CTRL_DET I 7
controller CTRL_DET_I_8
controller CTRL DET Q 1
controller CTRL_DET_Q 2
controller CTRL_DET_Q_3
controller CTRL_DET_Q 4
controller CTRL_DET_Q 5
controller CTRL_DET_Q_6
controller CTRL_DET_Q 7
controller CTRL_DET_Q_8
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